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ABSTRACT 

 In this paper, the present algorithm [4] to solve fractional 

programming problem for multi objective functions, investigate the 

algorithm to solve linear programming problem for multiobjective functions 

[2], the computer application of algorithm was tested on a number of 

numerical examples and modify the approach by using mean and median for 

values of objective functions, to combine objective function from objective 

functions for linear programming problem for multi objective functions then 

it has been improved the above algorithm to solve the problem and 

computer application of improvement algorithm has been demonstrated by a 

flow chart and solving numerical examples on the computer then the good 

results have been often, as compared to the previous method [2].  

Keywords: fractional programming problem, Multiobjctive linear 

programming problem. 

 المتوسطة القيمة و  ىباستخدام القيمة الوسط البرمجة متعددة الأهداف سألةحل م

 صادق جولنار                                  نجم الدين سليمان 

 كلية العلوم                                           ة التربيةكلي                  

 جامعة صلاح الدين 

 04/09/2005قبول: تاريخ ال                               25/04/2005تاريخ الاستلام: 
 الملخص

للييم ملييالة الةرمليية الللييردة ل تعييد،  ا اييدا     [4]فييه اييلا الالييا اليواالمييية ال  دميية 
  الت ةي ييييا   [2]يواالمييييية الياصيييية فييييه رييييم ملييييالة الةرمليييية الي ييييية ل تعييييد،  ا اييييدا  تل يييي  ال

اللاسوبية لليواالمية ال  تررة من خلال عيد، مين ا مةلية العد،وية ت ع يئ  تياية مرييية تج يد   تي  
ت ودر الت نية ال  تررة باسيتيدام الوسيو تال توسيو للليال ،الية النيد  مين مليايم الةرملية الي يية 
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  تتيي  تلليي ن اليواالمييية العليييا لنييا ميين خييلال ايختاييااا  الت ةيجييية تكا ييئ النتيياية د،  ا اييدا ل تعيي 
   [2]ج د  عند م اا تنا بال رد ة ا تلى 

   متعد،  ايادا  الةرملة الي ية  الةرملة الللردة الكلمات الرئيسية:
1. Introduction: 

In (1983), Chandra Sen[2] defined the multiobjective linear 

programming problem and suggested an approach to construct the multi 

objective function under the limitation that the optimum value of individual 

problem is greater than zero, but he has not considered the situation when 

the optimum value of some of the individual objective functions may be 

negative or zero also. 

In (1989), Sulaiman [3] studied the computational aspects of single 

objective indefinite Q-programming problem. In (1993), Abdil-Kadir and 

Sulaiman [4] studied the multiobjective fractional programming problem. 

In order to extend this work we have defined a multiobjective linear 

programming problem and investigated the algorithm to solve linear 

programming problem for multiobjective functions [2]. 

Irrespective of the number of objectives with less computational 

burden and suggest a new technique by using mean and median value of 

objective functions, to generate the best optimal solution. The computer 

application of our algorithm has also been discussed by solving a numerical 

examples. 
 

2.mathematical form of the multiobjective  programming problem : 

The  multiobjective programming problem is defined as follows:  
 

   Max.Z1=C1
' X  

  Max.Z2=C2
' X 

  ………………………….. 

  

    

      …….. (1) 

  Min.Zr+1=Cr+1
' X  

   
. 
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Min. Zs=Cs
' X 

 

Subject to 

                 A.X =B…… (2) 

                 X  0……... (3) 

Where X is an n-dimensional vector of decision variables,   r is the 

number of objective functions that is to be maximized, (s-r ) is the number 

of objective  functions that is to be  minimized, and Ci (i=1,2,...,s) are  n-

dimensional vector of constants. In addition, B is m-dimensional vector of 

constants, A is a (mxn) matrix of coefficients. 

All vectors are assumed to be column vectors unless transposed, ( ' ). 

[1,2] 
 

Definition (1): 

Mean: the point of balance or average of a data set 

 

  

   
 

 
 

Definition (2):     
  Median:  the mid-point of a data set when the data set of 

observations is placed in an ascending order - (Note:  the median does not 

have to be a point in the data set) 

 

 
 

 

 

For an odd number of observations the median is the data point 

which falls in the middle, at location X (n+1)/2 when values are placed in an 

ascending order. 

For an even number of observations, the median is defined by the 

mean of the 2 middle observations at locations: X (n/2), X (n/2)+1 Thus, 

median is the value represented by the average of the points at locations X 

(n/2), X (n/2)+1. [7] 

 =mean  population

y =mean  sample

 =mean  arithmetic 1

n

n

i
i

y
=

 =median  population

m =median  sample
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3.Formulation of multi objective functions: 

The same approach taken by Kadr and Sulaiman[4] for 

multiobjective fractional function is followed here to formulate the 

constrained objective functions given in equation(1). 

Suppose we obtained a single value corresponding to each of the 

objective functions of it being optimized individually subject to the 

constraints (2)and(3)  as follows: 

 

Max.Z1=φ1 

Max.Z2=φ2 

. 

. 

. 

Max.Zr= φr   ……..(4) 

Min.Zr+1= φr+1 

. 

. 

. 

Min.Zs=φs 

 

Where  φ1, φ2,…, φr, φr+1,…, φs  the decision variable may not 

necessarily be common to all optimal solutions in the presence of conflicts 

among objectives. 

But we require the common set of decision variable to be the best 

compromising optimal solution [8] 

Hence, we can determine the common set of decision variables from 

the following combined objective function (see Chandra Sen[2], 1983) 

Which formulate the MOLPP given in (1)  

Max.Z= 
+==

−
s

rk k

k
r

k k

k ZZ

11 
…….. (5) 

Where  k 0 , (k=1,2,…,s) 

Subject to the same constraints (2), (3), and the optimum value of the 

functions  k, k=1,2,..,s may be positive or negative . 

 

ALGORITHM (1): 
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The following algorithm is to obtain the optimal solution for the 

multiobjective linear programming problem defined in previous can be 

summarized as follows:- 

STEP 1: Find the value of each of individual objective functions which is to 

be maximized or minimized  

STEP2: Solve the first objective problem by the simplex method. 

Step 3: check the feasibility of the solution obtained in step 2 if it is feasible 

then go to step 4, otherwise, use dual simplex methods to remove 

infeasibility.   

STEP4:  Assign a name to the optimum value of the first objective function 

Z1 .say  1 then calculate 
1

1



Z  

STEP 5: Repeat the steps 2 and 3 to obtain 
i

i

i

Z


,for  i=1,2,…,r,r+1,…,s 

STEP 6: Construct the combined objective function, which has the formula 

(5) 

STEP 7: Optimize the combined objective function under the same 

constraints (2) and (3) by repeating the steps 2 to 4 

Program Notations: 

The following notations, which are used in computer program, are 

defined as follows: - 

A =the value of objective function which is to be maximized  

L =the value of objective function which is to be minimized 

AA= A  

AL= L  

DG=
AA

Z
 

SG=


r

i

DGi
1

 

DL=
AL

Z
 

SL= 
+=

s

ri

DLi
1

 

Z=SG-SL 

Numerical Examples: 
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Example (1):   

Max.Z1=X1  

Max.Z2=X1+X2  

        Subject  to              5X1+2X2 22 

                                     X2 6  

                                   X1,X2 0 

Solution: 

Max.Z1=4.4 

ΦA1=4.4 

AA1=4.4 

DG1=
4.4

1

1

1 X

AA

Z
  

SG1=0.2273X1 

2.   Max.Z2=8 

ΦA2=8 

AA2=8 

DG2=
8

21

2

2 XX

AA

Z +
  

SD2=0.125X1+0.125X2 

21. SGSGZMAX +  

             2125.01125.012273.0 XXX ++  

              2125.013523.0 XX +  

Our objective function is:  

 

                  Max.Z=0.3523X1+0.125X2 

Subject  to the given constraints 

                                         5X1+2X2  22 

                                                X2 6 

                                                X1,X2 0 

After solving Z by simplex method we get that  

Max .Z=1.5501 

X1=4.4 

X2=0 

 

 

 

Example (2): 
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Solve the following multiobjective linear p.p. by Chandra Sen  

method 

and                                                                            

Max.Z1=3X1+2X2 

Max.Z2=4X1+X2 

Max.Z3=4X1-2X2 

Max.Z4=15X1+4X2 

Min.Z5=-6X1+2X2 

Min.Z6=-9X1+3X2 

Min.Z7=-5X1+2X2 

Subject to: 

                                X1+X2 4 

                                X1-X2  2 

                                X1,X2  0 

Solution: - 

First we solve each objective function w.r.to the given constraints 

individually by the Simplex method we get: 

Z1=11 ,X1= 3,X2=1            and              AA1=11 

Z2=13, X1= 3,X2=1                            AA2=13 

Z3=10, X1= 3,X2=1                               AA3=10 

Z4=49,  X1= 3,X2=1                              AA4=49 

Z5=-16, X1= 3,X2=1                             AL5=16 

Z6=-24, X1= 3,X2=1                             AL6=24 

Z7=-13, X1= 3,X2=1                             AL7=13 

 

DG1=Z1/11=0.27X1+0.18X2 

DG2=Z2/13=0.31X1+0.08X2 

DG3=Z3/10=0.4X1-0.2X2 

DG4=Z4/49=0.31X1+0.08X2 

SG=


4

1i

DGi=1.29X1+0.14X2 

DL5=Z5/16=-0.38X1+0.13X2 

DL6=Z6/24=-0.38X1+0.13X2 

DL7=Z7/11=-0.38X1+0.15X2 

SL=


7

5i

DLi =-01.14X1+0.41X2 

Z=SG-SL=2.43X1+0.27X2 
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 Max.Z=2.43X1 – 0.27X2  

Subject to: 

                                X1+X2 4 

                                X1-X2  2 

                                X1,X2  0 

Solve by simplex method we get: 

         Max.Z=7.02 

         X1=3 

        X2=1 

 

4.improved approach using mean and median value: 

We formulate the combined objective function as follows to 

determine the common set of decision variables  

Max .Z=
)(

1

AAiMean

Zi
r

i


 -

)(

1

ALiMean

Zi
s

ri


+ ……. (6) 

 

Max .Z=
)(

1

AAiMedian

Zi
r

i


 -

)(

1

ALiMedian

Zi
s

ri


+ …… . (7) 

 

All other approaches and symbols in section 3 are the same to be 

applied in this section 

 
  

ALGORITHM (2): 

STEP 1, STEP2: the same as before.  

STEP 3: Also the same as before  

        STEP4: Assign a name to the optimum value of the objective function 

ZI . say  i (i=1,2,…,s). 

STEP 5: find the mean, median of i , i=1,…,s., calculate  Zi/mean & 

Zi/mediam . 

 STEP 6: Construct the combined objective function which has the 

formula(6) or (7). 

STEP 7: Optimize the combined objective  function under the same 

constraints (2)and(3) . 

PROGRAM NOTATION:  
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AA and AL have the same meaning as before with these new 

notations  

VM=Mean(AAi) or median(AAi),(i=1,2,…,r). 

VN=Mean(AAi) or Median(AAi),(i=r+1,…,s). 

SM=


r

i

Zi
1

 

SN= 
+

s

ri

Zi
1

 

S1=
VM

SM
 

S2=
VN

SN
 

Z=S1-S2 

NUMMRICAL EXAMPLES:  

Example (1): 

If we consider example (1) before  

Max.Z1=X1 

Max.Z2=X1+X2 

                Subject to : 

                                 5X1+2X2 22 

                                          X2 6 

                                   X1+X2 0  

Solution:- 

Max.Z1=4.4 

Max.Z2=8 

1A 4.4 

AA1 4.4 

2A 8 

AA2=8 

VM6.2 

VD1
2.6

1X
 

VD2

2.6

21 XX +
  

Zopt.=0.1612X1+0.1612X1+0.1612X2 
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            =0.3224X1+0.1612X2 

 Our  objective function is: 

 

max.Z0.3224X1+0.1612X2 

               Subject to  

                             5X1+2X2 22 

                                                        X2 6 

                               X1,X2 0 

SOLUTIN:   

Max.Z11.6120 

X1 2 

X2 6 

 

Example (2): 

(b)modified Chandra Sen method: 

VM= 75.20
4

49101311

4

4

1 
+++

=


i

AAi

 

 

SM= 25126
4

1

XXZi
i

+=


 

 

S1= 224.0125.1 XX
VM

SM
+  

 

VN= 67.17
3

7

5 


i

ALi

 

SN=-20X1+7X2 

S2= 240.0113.1 XX
VN

SN
−−  

 

Z=S1+S2 

  =2.38X1-0.16X2 

 

Max.Z=2.38X1-0.16X2 
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Subject to: 

                                X1+X2 4 

                                X1-X2  2 

                                X1,X2  0 

Solve  Z  by simplex method we get: 

Max.Z=6.98 

 

X1=3, X2=1 

 

 

NOTE: 

Since we have an outlier AAi  ,hence we use Me  in place of AV. 

VM= Me = 12
2

24

2

1311

2

32

2

1
2

4

2

4

==
+

=
+

=

++
XX

XX
 

 Me =12 

 VM=12 

SM=26X1+5X2 

S1= 242.0217.2 XX
VM

SM
+   

S2=-1.13X1+0.40X2 

 Z=S1-S2 

           =3.3X1+0.02X2 

  

 Max.Z1=3.3X1+0.02X2 

 

Subject to: 

                                X1+X2  4 

                                X1-X2  2 

                                X1,X2  0 

Solving  Z  by simplex method we get: 

Max.Z1=9.92 

X1=3 

X2=1 
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Flow-chart (1): 

 

 

 

 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

start 

Input 

Max.Z1,...,Max.Zr,Min.Zr+1,...,Min.Zs 

S.to:AX<=> B,     X>=0 

For  i=1,2,...,s 

φAi =The value of  Max.Zi 

φLi=The  value of Min.Zi 

AAi= Ai  

ALi= Li  

IF i<r  For i=1,2,…,r 

DGi=
AAi

Zi
 

   i=r 

SG=


r

i

DGi
1

 

Z=SG-SL 

For i= r+1,…,s 

DLi=

ALi

Zi
 

i=s 

SL= 
+

s

ri

DLi
1

 

Solve  OPTIMIZE  Zi    by simplex Method 

SOLVE Max.Z  BY Simplex Method Stop 
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Flow-chart (2): 

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

START 

INPUT Max.Z1,Max.Z2,…,Max.Zr,Min.Zr,…,Min.Zs 

Subject to 

AX<=B 

X.>=0 

For i=1,2,…,s 

Solve OPTIMIZE Zi  

By Simplex 

ZiMinthevalueofLi

ZiMaxthevalueofAi

.

.

=

=



  

LiALi

AiAAi





=

=
 

i<r 

VM=
r

AAi
r

i


1  

SM=



r

i

Zi
1

 

S1=
VM

SM  

Z=S1-S2 

Solve Max.Z 

By Simplex Method 

VN

SN
S

ZiSN

rs

ALi

VN

s

ri

s

ri

=

=

−
=





+

+

2

1

1

 

Stop 
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Table (1): Results of two approachs :- 

 

Example Chandra Sen approach Modified approach 

 

Using mean Using median 

Example (1) Zopt.=1.5501 

X1=4.4 

X2=0 

Zopt.=1.61220 

X1=2 

X2=6 

Zopt.=1.61220 

X1=2 

X2=6 

Example (2) Zopt.=7.02 

X1=3 

X2=1 

Zopt.=6.98 

X1=3 

X2=1 

Zopt.=9.92 

X1=3 

X2=1 
 

 

Conclusion: 

 Chandra Sen approach takes a lot of time than our 

modification. It is clear from their flow-charts, since Chandra 

Sen approache compute 
i

iZ


 for each i (i=1,2,…,s) which takes 

a lot of time when the number of objective functions is greater.  

 In our modification the median is better than the 

mean when there is an outlier in the value of objective 

functions. 

 when there is only two objective functions one is to 

be maximized and the other is minimized then the result is the 

same for both Chandra Sen and our modification  

 For both cases the introduced objective function, Z, 

is to be maximized. 
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