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The accuracy of forecasting the time series of relative humidity in its maximum and
minimum cases is important for controlling environmental impacts, damages and risks. In
this study, the support vector regression (SVR) method and the random forest (RF)
method will be used, depending on the principle of auto regressive (AR) and the
autocorrelation (AC), which is the main characteristic of time series in general. The Lags
of original time series will be depended as the explanatory (input) variables while the
original series will be as target variable. This structure is fitted with the AC principle
because the current observation will be depending on time lags in each time step of time
series variable. Comparisons of the forecasting results will be performed by using SVR ,
RF methods and compared to the classical method of analysing time series which is the
integrated autoregressive and moving average (ARIMA) model. The SVR and RF
methods were employed due to their importance in improving the forecast results, as they
are the ideal solution to the problem of non-linearity of the data, as well as the problem of
heterogeneity in the climate data, especially as a result of the fact that they contain many
seasonal and periodic compounds, which may lead to inaccurate forecast. The forecast of
the time series of relative humidity in its minimum and maximum cases was studied in this
study for one of the agricultural meteorological stations in the city of Mosul-lragq. The
results of this study reflected the superiority of both SVR method and RF method
compared to the classical method represented by the ARIMA model. The results also
included the superiority of the RF method in forecasting the training period compared to
the SVR method, which was more balanced despite that, as it superiority the results of
ARIMA in forecasting the training period and the testing period, while it was its forecast
performance is slightly better than the forecast results of the RF method in the test period.

DOI: 10.33899/1QJOSS.2023.0181220 , ©Authors, 2023, College of Computer Science and Mathematics, University of Mosul,Iraq.
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Introduction

The diversity of the many patterns contained in the climatic time series data in general and the maximum and minimum

relative humidity data in particular, which include the non-linearity of the data and the seasonal and periodic fluctuations that
affect the homogeneity of the data will lead to complications in the analysis of the time series, which may negatively affect the
accuracy of the forecast results or may be improper results. The accuracy of the forecast results for the relative humidity in the
maximum and minimum cases time series may depend mainly on the selection of the appropriate method and its use for
forecasting.

ARIMA models are among the most famous time series models often used to study and analyze univariate time series as a
traditional statistical method for forecasting, although it may not be suitable for solving problems of nonlinearity of data, but
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despite this it is used a lot with climate data as used by (1, 2) to forecast many pollutants and variables Meteorology, including
the variable time series of relative humidity. The Box-Jenkins method will be used as an optimal method for analyzing the
time series of relative humidity using ARIMA model. Because of the problem of data heterogeneity due to the effects of
seasonal and cyclical patterns, the data of the study, which are in their minimum and maximum cases, will be divided into two
seasons, the first being the hot season. It includes data for the months (May-June-July-August-September) and a cold season
that includes data for the months (November-December-January-February-March). Months (April and October) will be
neglected. As they are two relatively mild months, they may be biased towards the hot season at times, and at other times the
cold season. SVR and RF methods will be proposed as two non-linear methods that deal better with non-linear data and
therefore they are used to improve the forecast results of the maximum and minimum relative humidity data for the hot and
cold seasons. Where many researchers have used SVR in addition to the ARIMA model with many time series data, whether
climatic or otherwise, as in (3, 4). As for the random forest method, it has been used in many previous studies, in addition to
the ARIMA model, to forecast many time series data, as in (5, 6).

Material and methods

In this study, the time series data of the relative humidity in the maximum and minimum cases will be studied in the city
of Mosul / Irag, which includes 372 observations for the hot season and 303 observations for the cold season as daily data.
Approximately 30% of the time series ends of each season's data will be extracted as data for the test period and used as
hypothetical future data used to test models built on the training data. Therefore, it will include the training data for the hot
season (262 observations), while it will be (110 observations) at the end of the hot season as test data. As for the training
period for the cold season, it will contain (212 observations) and (91 observations) of the cold time series as test data.

Framework of study

The framework for this study will include the following:
a. Evaluation of the total period of the time series of relative humidity for the maximum and minimum cases, into two hot and
cold seasons.
b. Evaluation of each group into two periods, the first for training and the end for the test.
¢. Modeling the training data for each season and for the minimum and maximum cases using the ARIMA model and
estimating its parameters and characteristics.
d. Testing the ARIMA model that was created in the previous point ¢, using the data of the testing period.
e. Using training data and modeling it using the SVR method for each season and for the minimum and maximum cases,
depending on the principle of auto-regression.
f. Testing the SVR model that was created in the previous point, through the test data for each season and for the minimum
and maximum cases.
g. Using training data and modeling it using the RF method for each set of data based on autoregressive.
h. Testing the RF model that will be created in the previous point g through the test data for each set of data.
i. Comparison of forecast results for the training and testing periods and for all seasons for the minimum and maximum cases
using ARIMA, SVR and RF methods through forecast error criteria. This framework can be clarified such as in figure 1 below.

Evaluation of Modeling the
each group into training data for
training and each season using

testing. the ARIMA

Evaluation of the
total period into
two seasons.

Using training
data and
modeling it using
the SVR based on
AR principle.

Testing the SVR

Testing the

model. ARIMA model

Using training
data and
modeling it using
RF based on AR
principle.

Figure 1: The general framework of study

Comparing the

Testing the RF performances for

the training and
testing periods

model .

Autoregressive integrated moving average (ARIMA) model
The ARIMA model is one of the most popular traditional models for time series forecasting and it will be used in this study
to forecast the hot and cold seasons for the minimum and maximum cases of relative humidity time series data. The Box-
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Jenkins method will be adopted in its four phases: identification, parameter estimation, diagnosing checking, forecasting. As
an optimal method for analyzing time series, use the ARIMA model, which takes the general mathematical formula, which is
called the double seasonal model and symbolizes it: ARIMA(p,d,q)(P,D,Q).
¢(B) @(B) Gt =© (B) O(B) e, 1)
G(t) = (1 -B)P(1 - B)dY,
®(B) = (1 — 1B~ $p,B* — - — ,BP),
®(B) = (1 — ®,BS — ®,B?5 — .. — ®,BFS),
©® =(1-0B-0,B*--- -0, B9),
and Y, is time series variable, t is current time index, B is (backshift operator) , S is the iterative seasonal period, ¢, ©
parameters of autoregressive and non-seasonal moving averages, respectively, while @,® parameters of autoregressive and
seasonal moving averages, respectively, (p,q)(P,Q) represent the numbers of the parameters for non-seasonal and seasonal
autoregressive and moving averages, respectively, (d,D) are the numbers of consecutive and seasonal differences respectively.
e, is an i.i.d random error or residuals. The first step in the Box-Jenkins methodology, which is identification, includes
achieving stability for the mean and variance, where the stability of the model is detected by drawing the time-series, as well
as by drawing the autoregressive and partial autoregressive functions (ACF, PACF).

Within the ACF drawing or the PACF drawing, the instability of the data is detected if one of them is slowly declining
(slow dyingout), which requires appropriate measures to be taken to achieve stability by taking power transformations to
achieve the stability of the variance or conducting regular and seasonal differences to achieve stability mean after achieving
stability, it is possible to identify the ranks of the ARIMA model, which are (p, g, P, Q).

Estimating the parameters of the previously recognized ARIMA model is the second step of the Box-Jenkins
methodology procedures. The third step of the Box-Jenkins methodology is conducting diagnostic tests for the model after
identifying and estimating the parameters, and it includes the significance of the estimated parameters. It also includes ACF
insignificance for series residuals. As the residual series, all its autocorrelation must be non-significant. This is followed by the
last step of the Box-Jenkins methodology, which is forecasting, and the minimum mean square error (MMSE) method will be
used to calculate the accuracy of the forecast by first step ahead (7, 8).

Support vector regression (SVR)

It is one of the techniques used in forecast as a special type of support vector machine (SVM) when the output of the
algorithm is a quantitative variable and it represents the forecast that was inferred from the inputs while the output of the SVM
method is a categorical variable, it represents a variable for classification depending on the input variables. The SVR method is
a method of forecast for linear and non-linear data, and it is considered one of the methods of supervised learning. Therefore, it
is considered one of the machine learning algorithms, due to the possibility of using it in regression, forecast, and
classification, because it is often called (Support vector machine regression) and an acronym called SVR, and it was referred to
for the first time by (9, 10), and it was suggested later also by (11). A SVR method is a model that is trained based on a
training data set that contains explanatory variables in addition to one dependent variable, which is considered as a target
variable whose observations are responses to corresponding values of two or more explanatory variables. There are two types
of SVR methods, the first of which is linear and the second of which is non-linear, and they are as shown below (9), as SVR
method is based in particular, as in SVM method, in searching for the best way to separate the data into the hyper plane.

Therefore, it has a high performance, especially in decision-making issues when using the optimal hyper plane, which
depends on points called support vectors, and not all training data (12). Also, the greater the distance between the two margins
on the edges of the hyper plan at which the (Support vector) points are located, the greater the probability of classification and
forecast of new data with higher accuracy. There are two types of SVR algorithms, namely (Linear SVR) and (non-Linear
SVR). In the linear type, groups are separated using a straight line representing the hyper plane. As for the non-linear SVR
method, it was proposed to provide higher performance and more accurate results than the application on non-linear data with
complex compound patterns, as it depends on converting the second space that contains the data into higher-dimensional
spaces, and thus the data can be distinguished into its groups and the forecast of new data in a more professional way, because
Such data shall not be separable linearly. The main task of regression within the SVR method is to construct a nonlinear
function (f:Rn>R). When y=f(x), the estimation function and loss function are respectively defined as follows:

y=f(x) =[w.¢x)] +b, )
As a regression model where w is as matrix of weights (regression parameters) and b as the biased (hypothetical error).
min Q =~ llwll? + C XL, (& + &) (3)

which represents the optimal hyperplane of half the distance between the margins at nearest support vectors. Therefore:
yi=[wik¢(xi)l—b < e+ &,
wW.kp(xD)]+b—y=e+¢,
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&i*+éi=0;i=1,..,N
When C represents the penalty coefficient that is used to determine the risk and confidence range (residuals) € &; represent
(relaxation vectors), which are used to improve (convergence speed) but & represents loss function, which that are applied to
estimate forecast accuracy. The formula for the loss function can be defined as follows:
L) =Ifx)—yl—¢
IFIf () —yl > e
It is possible for L.(y) to be equal to zero in other cases by constructing a lagerangia function when «; and «; are non-
negative multiples of each observation of the variable x. This achieves the optimization problem by reducing the parameter
values as shown below:
L(a) = %Z?’jﬂ(ai - af)(aj - af)k(xi - f) + EZIiV=1(ai —aj) - Z?]ﬂ yila; — a;) 4)
As a final likelihood function. On condition to be
N oag=YN. afalso 0<aa <C
The larger the value of C, the more we control the forecast error, the higher the accuracy, and the model is more suitable
for the data. k(x;,x;) is kernel function and one of three types of kernel will be used
1. Linear  k(x;x;) =% x;
2. Gaussian G(xi,x]-) = exp(—”xi — xj||2)
3. Polynomial G (x;,x;) = (1 +x;,%)"
Where g is one of the elements of the set {2,3,...}. And because of the existence of a kernel function, the SVR method is
assumed as one of the nonparametric methods. The regression function which is:

y() = XM — a)k(x; —x;) + b )
When j=m+1, ..., N represents the function that will be used to forecast £t" steps forward, as shown below

Xnpe = Diq (@ — @)k — Xy_mse) + b (6)
When

§N+m+t’ = {XN_m+g PPN xN+€_1} and £ = 1,2, ey L

Random Forest (RF)

The random forest is one of the areas similar to decision trees, and it is one of its types in the case of several decision
trees gathered together to achieve one unanimous decision, and it is one of the machine learning algorithms that are
supervised, that is, with the presence of a dependent variable, which is called the target variable, and depending on this
principle, the RF several outputs that should match and be as close as possible to the target variable will get forecasting errors
based on the principle of classification and regression tree (CART) techniques. One of the advantages of (CART), of which RF
is a special case, is that it is mathematically accurate and works at a high speed, in the case of relatively large data. The RF
method has been used in many previous studies as a modern technique that can be applied in different fields depending on the
principle of classification and regression. The decision is used to build an accurate mathematical model that gives accurate
forecasting from the data with a principle similar to the axioms of regression trees (13). Regression trees differ from
classification trees in that they are a type of supervised decision tree from which we get forecasting rather than classifications.

Original Dataset

Sample
Y * Y
Bootstrapped Bootstrapped Bootstrapped
sample 1 sample 2 sample k
Regression tree Regression tree Regression tree
(Sample 1) (Sample 2} (Sample k)
l | ]
L
RF
v
Final Decision

Figure 2: The general framework of the RF algorithm.
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Where we notice through the Figure 2. above that the method of random forest work is more generalized than the work of the
CART method, because RF depends on the principle of evaluating the study sample into several sub-samples, boot strap
sample sets, in order to provide all behavioral patterns of the study sample and for all different time periods and then get
independent regression trees for all those different Boot Strap (BS).

Each final leaf node in the regression trees is considered as an independent decision from the rest of the decisions in the
other leaf nodes. For this reason, the regression trees will be given high accuracy in fitting between outputs and forecasting
compared to the target variable (the original variable), for the reasons mentioned above, the forecasting method will be
developed in the time series, as well as the development of forecasting accuracy, mean obtaining optimal forecasting with less
forecasting errors when using the RF method compared to traditional methods.

There is a possibility that the trees in RF method are interrelated with each other sometimes, because they are counted to
the same type of data, and also for the reason of adopting the principle of bagging, which is based on the BS process, where
the bagging method improves the RF and makes them more robust when compiling the regression trees with each other, but
after processing the correlation existing between those trees and achieving independence among them. Breiman (14) submitted
a proposal that includes the growth of each tree independently and randomly, and this will thus ensure a significant increase in
the accuracy of forecasting by using RF. The framework for building an RF algorithm can include three steps as follows:

1. Extracting a number of (BS) samples with a number equal to M. These samples are originally interrelated and not
independent. M also represents the size of the forest and the number of its trees.

2. Each set of data extracted from point (1) will grow its own regression tree, which is symbolized by TM, by following
several sequential steps until reaching the minimum leaf node of the regression trees, which is symbolized by nmin , and
these steps are as follows:

a. Choose m which represents the randomly selected number of forecasts in each part of the total number of variables p.

b. Choosing the best forecasts from the forecasts selected in (2), denoted by the symbol m, with the selected part to

which it belongs, in order to reduce the MSE value of the selected forecasts in (a).
c. Separation of the node into two sub-nodes depending on the criterion used or the best forecasts that were chosen in
(b).

3. Extracting the outputs from all regression trees by finding the set {Tb}? Finally, at a certain point X, the forecast is

possible according to the following equation: (6)

fre = = Xhy Ty () )
The measurements of forecasting Error

In this study, several measures will be used to measure the accuracy of forecast through forecasting errors, and these error
measures achieve the highest accuracy when their value is as low as possible, which is: Mean absolute percentage error
(MAPE), Root mean squares error (RMSE), and Mean absolute error (MAE). Assuming that e; represents the forecast error, n
the number of observations, and Y; represents the original series used as a target variable, the mathematical formulas for the
three measures in a row are as follows: (15)

1 i 1 1
MAPE = ~%|%| x 100, RMSE = /5 mi(e)? and MAE = =37 |el.

ei
Vi

Studied Datasets

The ARIMA model will be studied using the Box-Jenkins method, the SVR method, and the RF random forest method in
this study to analyze the time series data of the minimum and maximum relative humidity after separating it into two hot and
cold seasons. The study data are data from the agricultural meteorological center. The agricultural meteorological center
/Nineveh governorate /Mosul station at the specified location, longitude E = 43.16 and latitude N = 36.33. The study data
included 675 observations from (5/15/2018) to (7/19/2020) and because of what it contains The data is due to the
heterogeneity between the different seasons and the diversity of the seasonal seasons and their fluctuations, and to achieve
greater consistency, the data has been separated into two seasons, the first being the cold months (November-December-
January-February-March). As for the second season, it is hot and for the months (June-July-August-September). Also, part of
the end of each time series was deducted from the data as test data for approximately 30% of the total data from each season.
Thus, the cold season will contain 303 observations divided into 212 observations as training data and 91 observations as test
data. Hot season it will contain 372 observations of which 262 are training data and 110 observations are test data.

Results
a.  ARIMA model for the hot season maximum relative humidity is ARIMA (1,1,1)
(1-0,B)A1-B) Y, =(1- O, Ba; (8)

Table 1 below shows the parameter values and their significance.
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Table 1: The parameter values and their significance for ARIMA(1,1,1) model.

Parameter t p-value
@, 0.5435 3.91 0.000
O, 0.7633 7.20 0.000

From Table 1. above, it is clear that the ARIMA (1,1,1) parameters are significant for the hot season of the maximum
relative humidity. Thus, the ARIMA (1,1,1) model is the final and its fitted for this data after passing the diagnostic checking.
b. ARIMA model for the hot season minimum relative humidity is ARIMA (0,2,1)

(1-B)*Y,=(1-0O B)a, ©)

Table 2 below shows the model parameter values and their significance

Table 2: The parameter value and their significance for ARIMA(0,2,1) model.

Parameter t p-value

SH 0.9912 175257.16 0.000

From Table 2. above, it is clear that the ARIMA (0,2,1) parameters are significant for the hot season of the minimum
relative humidity. Thus, the ARIMA (0,2,1) model is the final and its fitted for this data after passing the diagnostic checking.
c. ARIMA model for the cold season maximum relative humidity is ARIMA (0,1,1).

(1-B)Y,=(1-0;B)a; (10)

Table 3 below shows the parameter values and their significance for ARIMA(0,1,1) model

Table 3: The parameter value and their significance for ARIMA(0,1,1) model.

Parameter t p-value

SH 0.4098 6.49 0.000

From Table 3. above, it is clear that the ARIMA (0,1,1) parameters are significant for the cold season of the maximum
relative humidity. Thus, the ARIMA (0,1,1) model is the final and its fitted for this data after passing the diagnostic checking.
d. ARIMA model for the cold season minimum relative humidity is ARIMA (0,2,1)

ARIMA (0,2,1)=(1—-B)?Y, = (1 -0, B)a, (1)

Table 4 below shows the parameter values and their significance for ARIMA(0,2,1) model

Table 4: The parameter value and their significance for ARIMA(0,1,1) model.

Parameter t p-value

Sh 0.9901 41414.29 0.000

From Table 4. above, it is clear that the ARIMA (0,2,1) parameters are significant for the cold season of the minimum
relative humidity. Thus, the ARIMA (0,2,1) model is the final and its fitted for this data after passing the diagnostic checking.

The error criteria MAE, MAPE, and RMSE were used to measure the quality of the four models above in forecasting the
maximum and minimum relative humidity series for the hot and cold seasons and for the training and testing periods by
measuring the forecasting errors, and the results were as in the Table 5 below.

Table 5: The error measurement of ARIMA(0,1,1) model.

Hot Cold
Max. Min. Max. Min.
ARIMA(1,1,1) ARIMA(0,2,1) ARIMA(0,1,1) ARIMA(0,2,1)
MAE 5.93 1.81 4.24 7.24
Training MAPE 14.96 15.30 5.00 15.48
RMSE 8.62 3.62 7.38 10.06
MAE 12.23 29.06 6.22 13.21
Testing MAPE 20.90 378.03 7.85 28.35
RMSE 16.37 34.55 9.55 16.35
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From Table 5 above, it is clear that the forecasting for the training period outperformed the testing forecasts for all ARIMA
models, which is required to avoid the over fitting problem.

The figures of 3-6 show the compatibility between the original series and the forecasting series for the training and testing
periods using the ARIMA models for the maximum and minimum relative humidity data for the hot and cold seasons.
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Figure~ 3: Or-iginal and forecasting series\ maximum RH\ hot season for training and testiﬁg respectively using ARIMA(1,1,1).
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Figure 6: Original and forecastiné series\ minimum RH\ cold season for training and testing res:pectively using ARIMA(0,2,1).

Figures (3-6) show that there is compatibility and fitting between the original series for each type of studied data using the
four ARIMA models referred to earlier just for training period only.

Support vector Regression (SVR)

In this section, the results obtained through forecasting the maximum and minimum relative humidity data will be
presented using the SVR method. The SVR method can be used to forecast future values for univariate and multivariate
dataset, as is the case with the possibility of using SVM also to classify values. Matlab program was used to apply SVR
method by following the applied algorithm to obtain the forecasting results.

1. Preparing the data as groups, the first for the input variables, which represent the explanatory variables, and the second
includes the target variable, which represents the depended variable. The data for both variables above were divided into two
parts, 70% of the data for the training period and 30% from the end of the time series for the testing period, and then entering
those variables for the training and testing periods into workspace of Matlab to be used for modelling and forecasting.
2. Writing the special coomands for SVR method in an integrated program, such as follows.
For creating SVR model:
SVR_Model = fitrsvm(training inputs,training target)
For forecasting for the training and testing periods, respectively:
training_output = predict(SVR_Model, training inputs)
testing_output = predict(SVR_Model, testing inputs)
3. Imputing the forecasting errors for both training and testing periods such as follows.
training_residuals = training target-training_output
testing_residuals = testing target-testing_output
4. Calculation of measurements of forecasting errors, such RMSE, MAPE, MAE.
5. Logarithm will stopped if one of the two cases is reached:
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a.  Reaching the best indicators for forecasting errors,
b. Reaching the maximum number of iterations.
By applying the instructions of the previously mentioned SVR algorithm, Table 6. below was obtained, which includes the
values of MAE, MAPE, RMSE for the training and testing periods for the hot and cold seasons, and for the minimum and
maximum relative humidity data using SVR.

Table 6: The error measurements of SVR model.

Hot Cold

Max. Min. Max. Min.

MAE 5.97 5.47 4.24 6.47

Training MAPE 14.69 6.32 4,91 13.65
RMSE 8.48 7.30 6.81 9.11

MAE 7.37 2.62 5.47 6.50

Testing MAPE 14.93 18.22 6.32 16.13
RMSE 9.44 3.50 7.30 9.91

From the above tables 5 and 6, it is clear that the accuracy of the forecasting in the training and testing of the time series
data of the maximum and minimum relative humidity exceeds by using SVR method comparing to the accuracy of the forecast
results for the same time series and the same periods using the ARIMA method for both the hot and cold seasons. Testing
forecasts with SVR has more accuracy comparing to same period using ARIMA model.

The figures (7-10) show the compatibility between the original series and the forecast series for the training and testing
periods, and for the hot and cold seasons using SVR method with data of the maximum and minimum relative humidity.
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Figure 7: Original and the forecasting series\ maximum RH\ hot season for training aﬁd testing respectively using SVR.
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Figure 8: Original and the forecasting series\ minimum RH\ hot season for the training and testing respectively using SVR.
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Figure 9: Original and the forecastind series\ maximum RHA\ cold season for training and teéting respectively using SVR.
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Figure 10: Original and the férecasting series\ minimum RH\ cold season for training and tésting respectively using SVR.
From the figures (7-10), It is clear that there is high compatibility and fitting between the original series of each type of

data using SVR method, compared to compatibility and fitting using ARIMA, as shown in the figures (3-6).

1-Feb-
1
1

Random Forest

In this item, the random forest method is used to obtain the forecast results of the maximum and minimum relative
humidity data for the hot and cold seasons for the training and testing periods. The instruction will be used in the Matlab
program in order to build the regression ensemble model by entering time series data for the explanatory variables of the input
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data with one dependent variable as a target variable according to the principle of autocorrelation that was referred to in SVR
method. The principle of fit ensemble in the Matlab program is as it was previously passed in building an regression ensemble
model in the methods and material item, noting the following:

1. The least-squares boosting (LSBoost) algorithm, which includes finding sums for the best equations and models that fit
the time series data, will be relied upon in this study at each stage of the LS-Boost algorithm. New learning will be done
and a new regression model will be found, and then the forecast error will be found through the difference between the
real data (target variable) and the accumulated forecast from output learning steps, while ensuring that the smallest
measure of MSE forecast errors is obtained through the use of models collected from several regression trees to obtain
more accurate solutions and results than if using traditional methods.

2. Depending on the principle of aggregation and combination between models. in the independent trees within the random
forest, the use of 10 parts of data will be adopted as a default number when using the fit ensemble directive as a
maximum to obtain the best and most accurate results.

3. Finally, 100 regression trees were reconciled to obtain the best predictions.

4. The predict directive will be used to obtain forecasting for the training and test periods and for both the hot and cold
seasons for the time series of maximum and minimum relative humidity.

Table 7 below shows the values of the RMSF, MAPE, and MAE of forecasting errors for the training and testing data for
the hot and cold seasons, maximum and minimum relative humidity, using RF.

Table 7: The error measurements of RF method.

Hot Cold
Max. Min. Max. Min.
MAE 0.05 0.04 0.01 0.06
Training MAPE 0.13 0.27 0.01 0.22
RMSE 0.08 0.21 0.02 0.37
MAE 20.76 3.72 5.77 9.78
Testing MAPE 19.50 29.93 6.50 27.00
RMSE 13.41 5.11 7.59 12.68
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Figure 11: Original and the forecasting series\ maximum RH\ hot season for the training and testing respectively using RF.
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Figure 12: Original and the forecasting series\ minimum RH\ hot season for the training and testing r_espectively using RF.
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Figure 13: Original and the férecasting series\ maximum RH\ cold season for training and testing respectively using RF.
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Discussion

Through Table 7 above, it is clear that the accuracy of forecasting for the training period using RF is superior if it is compared

with the accuracy of forecasting using SVR for the training period in table 6 for maximum and minimum relative humidity,

and if it is compared with the accuracy of forecasting using ARIMA for the training period as in table 5, and this is evidence

the reliability of the forecasting of the RF model compared with the rest of the models and the quality of output with a

behavior very close to the behavior of the target variable in the training period only.

While for the testing period, the performance of SVR is superior through the accuracy of forecasting compared to each of the
ARIMA and RF methods in the table referred to above. This reflects the stability of the SVR methodology, regardless of the
changes in the data and its characteristics, due to its use of the optimal hyperplane and maximum gap principle, or the so-called
upper and lower margins that surround the optimal hyperplane as explained previously.

In general, the performance of both SVR and RF methods, based on the principle of autocorrelation, is clearly outperformed
the accuracy of forecasting for the training and testing periods over the performance of the traditional method represented by
the ARIMA model. This is confirmed by figures (7-10) of the SVR method, which includes the compatibility of the original
series with the forecasting series, as well as figures (11-14) listed above for RF if compared with the concordances of both the
original series and the forecasting and use of the ARIMA method confirmed by figures (3-6).

Conclusion

In this research, the traditional method represented by ARIMA models and the modern methods represented by the SVR
method and the RF method were used to forecast the time series data of the maximum and minimum relative humidity after
dividing them into two hot and cold seasons, and into two training and testing periods. Through the results and discussions
presented in the previous section, it is possible to conclude the preference of using both the SVR method and the RF method to
forecast relative humidity data in particular or similar other climatic data, due to their outperforming in forecasting compared
to the traditional ARIMA method, where the ability of these two methods to deal with the non-linearity of the data, given that
the division of the data into two seasons, hot and cold, has addressed the problem of heterogeneity in the data due to the
diversity of seasonal and periodic compounds in the data. For the forecasting of the training data, it is better to use the RF
method, which will outperform both ARIMA and SVR methods, while it is better to use the SVR method to forecast the
testing data, which will outperform both ARIMA and RF methods in forecasting accuracy. We conclude from the foregoing
the constancy and stability of the SVR methodology, regardless of the data and its characteristics change, depending on its use
of the gap principle or the so-called margins and its selection of the optimal hyperplane on the basis of achieving the largest
gap between the level and the support vectors.
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