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  In this paper, a complete randomized design (CRD) was used in case the number of 

replicates of the experiment was equal and only one observation was recorded and on the 

assumption that the experimental error term follows a non-normal distribution, and the 

importance of distributions with heavy tails is because they are a generalization for all Non-

normal distributions: It was assumed that the error term follows the extension hyperbola 

distribution (ehd) and Laplace distribution(Ld), and based on the traditional method 

represented by the maximum likelihood method, the design parameters were estimated 

when the mathematical model was fixed once and random again. We concluded that the 

estimates of the model parameters when the experimental error follows a Laplace 

distribution (Ld) are similar to the estimates of the model parameters when the error is 

normal. Given the difficulty of obtaining an agricultural experiment that follows the (ehd) 

and (Ld), an experimental experiment was used through the MATLAB program, through 

the mean square error criterion, a comparison was made between the fixed and random 

mathematical model for a completely random design under different  values of additional 

and torsion parameters. Through the experimental results, it was shown that the values of 

the mean square error criterion for the fixed and random mathematical model decreased as 

the additional parameters values decrease and for (ehd). 
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1. Introduction 

        The design and analysis of scientific experiments is one of the branches of modern statistics, which is concerned 

with conducting experiments in various industrial, agricultural, and medical fields, as well as many other fields. The 

design varies from one experiment to another according to the requirements and parameters of that experiment, as the 

completely randomized design (CRD) is considered one of the simplest. It is the most famous design used in analyzing 

scientific experiments, especially in agricultural experiments, as it is used when the experimental units of the experiment 

are completely homogeneous. The experimental error term for an experiment in various designs is usually assumed to 

follow a normal distribution, but in some cases the assumption of a normal distribution is inaccurate. Therefore, In this 

research, distributions were used that are more efficient than the normal distribution in representing these scientific 

experiments. Among these distributions is the (ehd , Ld), which is a mixed distribution resulting from the mixed normal 

mean-variance distribution (mnmvd) with the extension inverse normal distribution (eind) and exponential distribution 

(ed) respectively, which is one of the continuous probability distributions. This distribution is considered the most general 

from normal distribution 

          As in previous studies on this topic, the researchers (Youssef and Raad, 2015) studied the distribution of the 

response variable, which follows the exponential distribution after the observations were obtained from the experiment 

http://www.stats.mosuljournals.com/
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according to the complete random design (CRD) within the factorial experiment and through it it was reached The analysis 

of variance method used in the analysis process was the best way to analyze the non-normal distribution of response 

variable observations. On this basis, (Vilca et al., 2014) derived the (ehd) by mixing the (eind) with the skewed normal 

distribution, as it was found that the (eind) has many interesting applications because it includes some distributions well-

known inverse normal, gamma and exponential distributions are special cases and have been used as mixing density to 

build some heavy-tailed distributions including the student-t distribution and the Laplace distribution. 

       The research was divided into several sections. The first section dealt with a general introduction to the research as 

well as some previous studies of the topic under study, while the second section dealt with a general description of the 

completely randomized design. The third section included estimating the parameters of the assumed design in two cases, 

assuming that the mathematical model Fixed times and random again, using the maximum likelihood method, while the 

fourth section included the experimental side of the experiment, assuming a random experiment, and using a simulation 

of the ready-made program (MATLAB v.2023). Finally, the fifth and sixth sections dealt with the most important 

conclusions and future recommendations that the researcher reached through the research. 

 

2. Complete Randomized Design (CRD): 

         The mathematical model for a completely randomized design can be defined by the following formula: (1,5, 8) 

𝑦𝑖𝑗 = 𝜇 + 𝛼𝑖 + 𝜀𝑖𝑗         , 𝑤ℎ𝑒𝑛     𝑖 = 1 ,2, … , t      &    j = 1,2, … , r                                                (1) 

whereas: 

  𝑦𝑖𝑗 : represents the observation that took treatment (i) at replicate (j). 

  t: represents the number of treatments in the experiment.  

  r: represents the replicates 

  t*r: represents the number of experimental units for the experiment. 

  𝜇: represents the general arithmetic mean of the experiment. 

  𝛼𝑖: represents the effect of treatment (i). 

  𝜀𝑖𝑗: represents the experimental error resulting from the experiment, and assuming that the experimental error of the 

experiment is non-normally distributed, but rather is distributed as (ehd) and (Ld) , where the probability density function 

can be found using the concept of mixed distributions from the (mnmvd) and (eind), which can be represented by the 

following equation: 

(𝜀𝑖𝑗|𝑋)~𝑁(𝛿𝑋, 𝜎
2𝑋)    , 𝑋~𝑒𝑖𝑛𝑑(𝜆,𝜓, 𝑛) 

      The probability density function (𝜀𝑖𝑗|𝑋) takes the following formula: 

𝑓(𝜀𝑖𝑗|𝑋) =
1

√2𝜋𝜎2𝑋
 𝑒𝑥𝑝 {− 

1

2𝜎2𝑋 
 (𝜀𝑖𝑗 − 𝛿𝑋)

2}      ,   − ∞ < 𝜀𝑖𝑗 < ∞                              (2) 

Since: 

  𝛿: represents the skewness parameter of the distribution. 

         The probability density function for the random variable (𝑋) can be written as follows: (6) 

𝑓(𝑋) =
1

2𝜂 𝐻𝑛(𝜃)
 (
𝑋

𝜂
)
𝑛−1

 exp {−
𝜃

2
(
𝜂

𝑋
+
𝑋

𝜂
)}       ;    𝑋 > 0                                                  (3) 

Since: (10) 

𝜂 = √
𝜓

𝜆
     , 𝜃 = 𝑠𝑞𝑟𝑡(𝜆𝜓)  ,  𝐻𝑛(𝜃) =

1

2
 𝐵𝑛 (

𝜃2

4
) (

𝜃

2
)
𝑛

        , 𝑛 > 0  

  𝐵𝑛(. ): represents the hankel function of second-order (n), and 𝜆, 𝜓  represents the measurement parameters of the 

assumed distribution. (6,7) 

           Using the concept of mixed distributions, we can find the probability distribution of the experimental error of the 

experiment that is not conditional on the random variable (X) and follows: 

𝑓(𝜀𝑖𝑗) = ∫ 𝑓(𝜀𝑖𝑗|𝑋) 𝑓(𝑋) 𝑑𝑋
∞

0

 

𝑓(𝜀𝑖𝑗 )

=
(𝜂)−1/2    (𝐻𝑛(𝜃))

−1    [1 + (
𝜂
𝜃
𝜎2)

−1

𝛿2]

1−2𝑛
4

(2𝜎2 )
1
2     Γ (

1
2
)   𝑒

− 
𝜀𝑖𝑗 𝛿

𝜎2     [1 + (𝜂𝜃 𝜎2)−1(𝜀𝑖𝑗)
2]
1−2𝑛
4

 𝐻2𝑛−1
2
(√𝜃2(1 + (𝜂𝜃 𝜎2)−1(𝜀𝑖𝑗)

2) (1 + (
𝜂

𝜃
𝜎2)

−1

𝛿2))  

 (4) 
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      Equation (4) above can represent the probability density function for the (ehd), which is described as follows: 

(4,10,11) 

𝜀𝑖𝑗~𝑒ℎ𝑑(0, 𝜎
2, 𝜆, 𝜓, 𝑛, 𝛿) 

If 𝑒ℎ𝑑(0,1, 1,0,1,0), the (ehd) is transformed into the (Ld) with parameter (0,1). (10,11) 

𝑓(𝜀𝑖𝑗 ) =

 𝐻1
2

(0)        

2  Γ (
1
2
)  𝐻1(0)     

 𝑒− |𝜀𝑖𝑗|                                                                                                                           (5) 

Since: 

If (n) is natural number, then: (6) 

 𝐻1
2 

(0) =  𝐻−1
2  

(0) = Γ ( 
1

2
)       ,  𝐻1 (0) =  𝐻−1 (0) = Γ(1)    

       Noting that the observation value (𝑦𝑖𝑗) in equation (1) is a linear combination in terms of the experimental error the 

experiment, which is distributed by the (ehd) and (Ld) , therefore, the probability distribution for (𝑦𝑖𝑗) can be found in the 

same way and the following form: 

𝐸(𝑦𝑖𝑗|𝑋) = 𝜇 + 𝛼𝑖 + 𝐸(𝜀𝑖𝑗|𝑋) 

                  = 𝜇 + 𝛼𝑖 + 𝛿𝑋 

𝑉(𝑦𝑖𝑗|𝑋) = 𝑉(𝜀𝑖𝑗|𝑋) = 𝜎
2𝑋 

(𝑦𝑖𝑗|𝑋)~𝑁(𝜇 + 𝛼𝑖 + 𝛿𝑋, 𝜎
2𝑋) 

In the same procedure as before for 𝜀𝑖𝑗 then : 

𝑓(𝑦𝑖𝑗 ) =
(𝜂)−1/2    (𝐻𝑛(𝜃))

−1    [1 + (
𝜂
𝜃
𝜎2)

−1

𝛿2]

1−2𝑛
4

(2𝜎2 )
1
2     Γ (

1
2
)   𝑒

− 
(𝑦𝑖𝑗−𝜇−𝛼𝑖) 𝛿

𝜎2     [1 + (𝜂𝜃 𝜎2)−1(𝑦𝑖𝑗 − 𝜇 − 𝛼𝑖)
2]
1−2𝑛
4

 

 

                               𝐻2𝑛−1
2
(√𝜃2(1 + (𝜂𝜃 𝜎2)−1(𝑦𝑖𝑗 − 𝜇 − 𝛼𝑖)

2) (1 + (
𝜂

𝜃
𝜎2)

−1

𝛿2))                  (6) 

Equation (6) above can be described as follows : 

𝑦𝑖𝑗~𝑒ℎ𝑑(𝜇 + 𝛼𝑖  , 𝜎
2, 𝜆, 𝜓, 𝑛, 𝛿) 

Note: 

 𝑒ℎ𝑑(𝜇 + 𝛼𝑖  , 𝜎
2, 1,0,1,0) = 𝐿𝑑 (𝜇 + 𝛼𝑖 , 𝜎

2)  

𝑓(𝑦𝑖𝑗  ) =

 𝐻1
2

(0)        

2 𝜎2  Γ (
1
2
)  𝐻1(0)     

 𝑒
− 
|𝑦𝑖𝑗−𝜇−𝛼𝑖|

𝜎2                                                                                     (7) 

  

3. Maximum likelihood estimators for parameters of a completely randomized design: 

        The maximum likelihood method is considered one of the most important traditional parametric methods for 

estimating the parameters of probability distributions. If we have treatment (t) and (r) from repetitions, then the maximum 

likelihood function for the observation (𝑦𝑖𝑗 ) is unconditional on the variable (𝑋)  and using the concept of mixed 

distributions is written as follows: (3) 

𝐿(𝜇 , 𝑡𝑖  , 𝜎
2) =

(𝜂)−𝑡𝑟/2    (𝐻𝑛(𝜃))
−𝑡𝑟    [1 + (

𝜂
𝜃
𝜎2)

−1

𝛿2]

𝑡𝑟−2𝑛 𝑡𝑟
4

(2𝜎2 )
𝑡𝑟
2     Γ (

1
2
)
𝑡𝑟

   𝑒
− 
∑ ∑ (𝑦𝑖𝑗−𝜇−𝛼𝑖) 𝛿

𝑟
𝑗=1

𝑡
𝑖=1

𝜎2     [1 + (𝜂𝜃 𝜎2)−1∑ ∑ (𝑦𝑖𝑗 − 𝜇 − 𝛼𝑖  
𝑟
𝑗=1

𝑡
𝑖=1 )2]

𝑡𝑟−2𝑛 𝑡𝑟
4

 

 

                              

(

 
 
 𝐻2𝑛−1

2
(√𝜃2 (1 + (𝜂𝜃 𝜎2)−1∑∑(𝑦𝑖𝑗 − 𝜇 − 𝛼𝑖  

𝑟

𝑗=1

𝑡

𝑖=1

)2) (1 + (
𝜂

𝜃
𝜎2)

−1

𝛿2))

)

 
 

𝑡𝑟

                (8) 
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   Given the difficulty of finding the maximum likelihood estimator from Equation (8), we will rely on the concept of 

mixed distributions to find it as follows: 

𝐿(𝜇 , 𝛼𝑖  , 𝜎
2 |𝑋) =

 1

(2 𝜋 𝜎2 𝑋)
𝑡𝑟
2  

 𝑒
− 
∑ ∑ (𝑦𝑖𝑗−𝜇−𝛼𝑖−𝛿𝑋) 

𝑟
𝑗=1

𝑡
𝑖=1

2

2 𝜎2 𝑋                                                              (9) 

     Taking the natural logarithm of both sides of the above equation, we get the following equation: 

 

ln 𝐿(𝜇 , 𝛼𝑖  , 𝜎
2 |𝑋) = − 

𝑡𝑟

2
ln(2𝜋) − 

𝑡𝑟

2
ln(𝜎2) − 

𝑡𝑟

2
ln(𝑋) −

∑ ∑ (𝑦𝑖𝑗 − 𝜇 − 𝛼𝑖 − 𝛿𝑋)
𝑟
𝑗=1

𝑡
𝑖=1

2

2 𝜎2 𝑋
            (10) 

 

        After finding the maximum likelihood function, the maximum likelihood estimators were found for the completely 

randomized design in the case of the fixed mathematical model once and random on a second time, as in the following 

division: 

First: The Fixed Mathematical Model: 

        The concept of a fixed mathematical model is based on several basic assumptions, the most important of which is 

that the effect of the treatments is equal to zero (∑ 𝛼𝑖 = 0)
𝑡
𝑖=1 , meaning that the effect of the treatments is constant over 

the entire period, meaning the use of the same treatments is constant. From one experience to another. (2) 

• Estimating the general arithmetic mean parameter (𝝁) when the parameters (𝜶𝒊, 𝝈
𝟐) are unknown and 

the skew and additional are known. 

       Based on the concept of the maximum likelihood method, we derive equation (10) relative to the general arithmetic 

mean of the experiment (𝜇),and equating it to zero, we obtain the estimate of the maximum likelihood conditional on the 

variable (𝑋). Using the concept of mixed distributions, we obtain the unconditional maximum likelihood estimator in the 

following form: 

�̂� = �̅�. . − 𝛿 ∗ (𝜂)1/2
(𝐻𝑛−1(𝜃))

−1

(𝐻𝑛(𝜃))
−1                                                                                                        (11) 

Since:                                                                                                              

�̅�. . =
𝑦. .

𝑡𝑟
=
∑ ∑ 𝑦𝑖𝑗

𝑟
𝑗=1

𝑡
𝑖=1

𝑡𝑟
 

If 𝑦𝑖𝑗~𝐿𝑑 (𝜇 + 𝛼𝑖 , 𝜎
2) , then: 

�̂� = �̅�. . =
∑ ∑ 𝑦𝑖𝑗

𝑟
𝑗=1

𝑡
𝑖=1

𝑡𝑟
                                                                                                                    (12) 

To verify that the estimator (𝜇 ̂) defined in equation (11) is the maximum likelihood estimator for the parameter (𝜇), we 

take the second partial derivative of equation (8) and obtain the following formula: 

 

              Since the: 

 ∂2ln 𝐿(𝜇 , 𝛼𝑖  , 𝜎
2)

𝜕 𝜇2
= − 𝑡𝑟 

(𝜂)− 0.5𝐻𝑛−1(𝜃)

𝐻𝑛(𝜃)
                                                                                (13) 

Whereas : 
 𝜕2𝑙𝑛 𝐿(𝜇 ,𝛼𝑖 ,𝜎

2)

𝜕 𝜇2
< 0                                         

  

      Therefore, the estimator (𝜇 ̂ ) defined in equation (11) is the maximum likelihood estimator for the arithmetic mean 

parameter of the experiment.  

 

• Estimate the (𝜶𝒊) parameter when the parameters (𝝁, �̂�𝟐) are unknown and the skew and additional are 

known. 

        By deriving equation (10) relative to (𝛼𝑖) and setting it equal to zero, we obtain the maximum likelihood estimator 

conditional on the variable (𝑋), and through the concept of mixed distributions we obtain the non-conditional and agency 

maximum likelihood estimator: 

𝛼�̂� = �̅�𝑖 . − �̅�. . − 2 𝛿 ∗ (𝜂)
1/2
(𝐻𝑛−1(𝜃))

−1

(𝐻𝑛(𝜃))
−1                                                                         (14) 

Since:  
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�̅�𝑖 . =
∑ 𝑦𝑖 .
𝑡
𝑖=1

𝑟
 

If 𝑦𝑖𝑗~𝐿𝑑 (𝜇 + 𝛼𝑖 , 𝜎
2),  then: 

𝛼�̂� = �̅�𝑖 . − �̅�..                                                                                                                                 (15) 
 

• Estimate the (𝝈𝟐)  parameter when the parameters (𝝁, 𝜶𝒊) are unknown and the skew and additional are 

known. 

        By deriving equation (10) relative to (𝜎2) and setting it equal to zero, we obtain the maximum likelihood estimator 

conditional on the variable (𝑋), and through the concept of mixed distributions we obtain the non-conditional and agency 

maximum likelihood estimator: 

�̂�2 =
∑ ∑ (𝑦𝑖𝑗 − �̂� − 𝛼�̂�)

𝑟
𝑗=1

𝑡
𝑖=1

2
𝑄 − 2𝛿 ∑ ∑ (𝑦𝑖𝑗 − �̂� − 𝛼�̂�)

𝑟
𝑗=1

𝑡
𝑖=1 + 𝛿𝑄𝑄 

𝑡𝑟
                   (16) 

whereas:                                                                                                        

𝑄 =
(𝜂)− 0.5𝐻𝑛−1(𝜃)

𝐻𝑛(𝜃)
         ;           𝑄𝑄 =

(𝜂) 0.5  𝐻𝑛+1(𝜃)

𝐻𝑛(𝜃)
                                                (17) 

If 𝑦𝑖𝑗~𝐿𝑑 (𝜇 + 𝛼𝑖 , 𝜎
2) ,then: 

�̂�2 =

∑ ∑ (𝑦𝑖𝑗 − �̂� − 𝛼�̂�)
𝑟
𝑗=1

𝑡
𝑖=1

2
 ∗  

𝐻2(0)
𝐻−1(0)

𝑡𝑟
                                                                       (18) 

 

Second: The Random Mathematical Model: 

         This model is based on the effect of treatments following a specific probability distribution, and in this research, it 

was assumed that the effect of treatments follows a generalized hyperbolic distribution, with the same concept as Section 

2. (2) 

(𝛼𝑖|𝑋)~𝑁(𝛿𝑋, 𝜎𝛼
2𝑋)      , (𝜀𝑖𝑗|𝑋)~𝑁(𝛿𝑋, 𝜎𝜀

2𝑋)   

𝐸(𝑦𝑖𝑗|𝑋) = 𝜇 + 𝐸(𝛼𝑖|𝑋) + 𝐸(𝜀𝑖𝑗|𝑋) 

                  = 𝜇 + 2𝛿𝑋 

𝑉(𝑦𝑖𝑗|𝑋) = 𝑉(𝛼𝑖|𝑋) + 𝑉(𝜀𝑖𝑗|𝑋) = 𝜎𝛼
2𝑋 + 𝜎𝜀

2𝑋 

(𝑦𝑖𝑗|𝑋)~𝑁(𝜇 + 2 𝛿𝑋, (𝜎𝛼
2 + 𝜎𝜀

2)𝑋) 

𝐿(𝜇 , 𝜎𝛼
2, 𝜎𝜀

2 |𝑋) =
 1

(2𝜋(𝜎𝛼
2 + 𝜎𝜀

2) 𝑋)
𝑡𝑟
2  

 𝑒
− 
∑ ∑ (𝑦𝑖𝑗−𝜇−2𝛿𝑋) 𝑟

𝑗=1
𝑡
𝑖=1

2

2  (𝜎𝛼
2+𝜎𝜀

2)𝑋                           (19) 

     We take the natural logarithm of both sides of equation (19): 

ln 𝐿(𝜇 , 𝜎𝛼
2, 𝜎𝜀

2 |𝑋) = − 
𝑡𝑟

2
ln(2𝜋) − 

𝑡𝑟

2
ln(𝜎𝛼

2 + 𝜎𝜀
2) − 

𝑡𝑟

2
ln(𝑋) −

∑ ∑ (𝑦𝑖𝑗 − 𝜇 − 2 𝛿𝑋)𝑟
𝑗=1

𝑡
𝑖=1

2

2 (𝜎𝛼
2 + 𝜎𝜀

2)𝑋
        (20) 

 

         By performing the same steps that were conducted in the third section when estimating parameters in the case of a 

fixed mathematical model, we find: 

• Estimate the general arithmetic mean parameter μ when the parameters (𝝈𝜶
𝟐 𝒂𝒏𝒅 𝝈𝜺

𝟐) are unknown and 

the skew and additional are known. 

�̂� = �̅�. . − 𝛿 ∗
(𝜂)0.5  𝐻𝑛(𝜃)

𝐻𝑛−1(𝜃)
                                                                                 (21) 

If 𝑦𝑖𝑗~𝐿𝑑 (𝜇, (𝜎𝛼
2 + 𝜎𝜀

2)) , then: 

�̂� = �̅�. . =
∑ ∑ 𝑦𝑖𝑗

𝑟
𝑗=1

𝑡
𝑖=1

𝑡𝑟
                                                                                                      (22) 

 

 

        We note from equation (21) and (22) that the estimator in the case of the random mathematical model is the same as 

the estimator in the case of the fixed mathematical model in equation (11) and (12). 
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• Estimate the 𝝈𝜶
𝟐 parameter when the parameters (𝝁, 𝝈𝜺

𝟐) are unknown and the skew and additional are 

known. 

                 𝜎�̂�
2 =

∑ ∑ (𝑦𝑖𝑗 − �̂�)𝑟
𝑗=1

𝑡
𝑖=1

2
𝑄 − 4𝛿 ∑ ∑ (𝑦𝑖𝑗 − �̂�)𝑟

𝑗=1
𝑡
𝑖=1 + 4 𝛿2𝑄𝑄 

𝑡𝑟
− 𝜎�̂�

2                                                 (23) 

 

Since (Q, QQ) were previously defined in equation (17). 

 

If 𝑦𝑖𝑗~𝐿𝑑 (𝜇, (𝜎𝛼
2 + 𝜎𝜀

2)) , then: 

                 𝜎�̂�
2 =

∑ ∑ (𝑦𝑖𝑗 − �̂�)𝑟
𝑗=1

𝑡
𝑖=1

2
∗
𝐻2(0)
𝐻−1(0)

 

𝑡𝑟
− 𝜎�̂�

2                                                                                       (24) 

 

• Estimate the 𝝈𝜺
𝟐 parameter when the parameters (𝝁, 𝝈𝜶

𝟐) are unknown and the skew and additional are 

known. 

𝜎�̂�
2 =

∑ ∑ (𝑦𝑖𝑗 − �̂�)𝑟
𝑗=1

𝑡
𝑖=1

2
𝑄 − 4𝛿 ∑ ∑ (𝑦𝑖𝑗 − �̂�)𝑟

𝑗=1
𝑡
𝑖=1 + 4 𝛿2𝑄𝑄 

𝑡𝑟
− 𝜎�̂�

2                              (25) 

By solving the two equations simultaneously, we get: 

                 𝜎�̂�
2 + 𝜎�̂�

2 =
∑ ∑ (𝑦𝑖𝑗 − �̂�)𝑟

𝑗=1
𝑡
𝑖=1

2
𝑄 − 4𝛿 ∑ ∑ (𝑦𝑖𝑗 − �̂�)𝑟

𝑗=1
𝑡
𝑖=1 + 4 𝛿2𝑄𝑄 

𝑡𝑟
                            (26) 

If 𝑦𝑖𝑗~𝐿𝑑 (𝜇, (𝜎𝛼
2 + 𝜎𝜀

2)) , then: 

   𝜎�̂�
2 =

∑ ∑ (𝑦𝑖𝑗 − �̂�)𝑟
𝑗=1

𝑡
𝑖=1

2
∗
𝐻2(0)
𝐻−1(0)

 

𝑡𝑟
− 𝜎�̂�

2                                                                                            (27) 

By solving the two equations simultaneously, we get: 

                 𝜎�̂�
2 + 𝜎�̂�

2 =

∑ ∑ (𝑦𝑖𝑗 − �̂�)𝑟
𝑗=1

𝑡
𝑖=1

2
∗
𝐻2(0)
𝐻−1(0)

𝑡𝑟
                                                                        (28) 

        Depending on the estimator of the general arithmetic mean and the variance of the fixed mathematical model, the 

estimator of the variance of the effect of treatments for the random mathematical model will be found in the field of the 

experimental experiment. 

4. Experimental Experience: 

          In this study, a random experimental experiment was generated that follows a (ehd) based on the concept of mixed 

distributions and using ready-made software (Matlab R2023a) (9). After generating the experiment data, It was tested 

whether the data follows the assumed distribution, represented by the (ehd), using the nonparametric test (Kolmogorov 

Smirnov test), if it is found that (p-value) is greater than the level of significance (∝= 0.05) at different values of 

additional and skew parameters, then the hypothesis is accepted which states that the data of the experimental experiment 

follows the (ehd). By implementing the program, the estimator of the mathematical model for the CRD with different 

initial values is calculated and compared using the (MSE) criterion. 

𝑀𝑆𝐸(𝛽) =
∑ (�̂� − 𝛽)

2200
𝑖=1

200
                                                                                                                     (29) 

           The following two tables show the assumed values for generating the experimental trial, calculating the estimators, 

and distributing the treatments to the experimental units. 

 

Table 1: Values of additional, torsion and design parameters for generating the experiment. 

 

𝛼 = 4 𝑡𝑟 Δ 𝑛 𝜓 𝜆  

A,B,C,D 

Rand 
  20      6 

    5 
    3 

     1 1 

   10      5 2 
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Table 2: Distribution of treatments among the experimental units 

5    D 4    C 3    A 2    A 1     D 

10      B 9     A 8    C 7     D 6     B 

15     C 14    C 13    B 12    D 11    A 

20     C 19    D 18    A 17    B 16    B 

 

       Table (3) shows the measurements for each generated treatment based on the initial assumed values in Table (1) and 

using the MATLAB language: 

Table 3: Measurements for each treatment. 

(𝝀 = 𝟏,𝝍 = 𝟑, 𝒏 = 𝟏𝟎, 𝜹 = 𝟔) (𝝀 = 𝟏,𝝍 = 𝟑, 𝒏 = 𝟓, 𝜹 = 𝟔) 

treatment 

D 

treatment 

C 

treatment 

B 

treatment 

A 
Repetition 

treatment 

D 

treatment 

C 

treatment 

B 

treatment 

A 
Repetition 

1.01 4.25 9.12 8.11 1 5.63 9.24 3.45 4.61 1 

5.14 5.36 7.16 6.12 2 3.65 5.32 2.14 2.13 2 

3.54 8.88 9.15 7.16 3 4.87 7.14 3.99 9.23 3 

1.25 4.36 3.56 7.77 4 5.67 1.38 6.32 4.33 4 

3.35 4.11 3.96 2.39 5 8.91 1.66 8.20 9.14 5 

14.29 26.96 32.95 31.55 SUM 28.73 24.74 24.1 29.44 SUM 

2.86 5.39 6.59 6.31 MEAN 5.89 4.82 4.95 5.75 MEAN 

105.75 107.01 𝑌.. 

5.2875 5.3525 𝑌..̅ 

 

(𝝀 = 𝟓,𝝍 = 𝟑, 𝒏 = 𝟏𝟎, 𝜹 = 𝟔) (𝝀 = 𝟓,𝝍 = 𝟑, 𝒏 = 𝟓, 𝜹 = 𝟔) 

treatment 

D 

treatment 

C 

treatment 

B 

treatment 

A 
Repetition 

treatment 

D 

treatment 

C 

treatment 

B 

treatment 

A 
Repetition 

1.01 4.25 9.12 8.11 1 5.61 9.24 3.45 4.61 1 

5.14 5.36 7.16 6.12 2 3.65 5.32 2.14 2.13 2 

3.54 8.88 9.15 7.16 3 4.87 7.14 3.99 9.23 3 

1.25 4.36 3.56 7.77 4 5.67 1.38 6.32 4.33 4 

3.35 4.11 3.96 2.39 5 8.91 1.66 8.20 9.14 5 

14.29 26.96 32.95 31.55 SUM 28.71 24.74 24.1 29.44 SUM 

2.86 5.39 6.59 6.31 MEAN 5.74 4.95 4.82 5.89 MEAN 

105.95 106.99 𝑌.. 

5.2875 5.5300 𝑌..̅ 

 

       From the table above, the measurements were found for each treatment under different additional and torsion 

parameters, in addition to finding the sum and average for each treatment. Tables (4) and (5) show the mean square errors 

of the estimates of the parameters of the completely randomized design in the case of the fixed and random mathematical 

model, as follows: 
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Table 4: Mean square error for estimators of a completely randomized design in the case of a fixed mathematical 

model. 

(𝝀 = 𝟏,𝝍 = 𝟑, 𝒏 = 𝟏𝟎, 𝜹 = 𝟔) (𝝀 = 𝟏,𝝍 = 𝟑,𝒏 = 𝟓, 𝜹 = 𝟔)  

0.6698 0.9962 �̂� 

1.2254 1.2542 𝛼�̂� 

2.9871 3.4520 𝛼�̂� 

2.1245 2.3214 𝛼�̂� 

1.1002 1.1232 𝛼�̂� 

3.6541 4.2350 �̂�2 

(𝝀 = 𝟓,𝝍 = 𝟑, 𝒏 = 𝟏𝟎, 𝜹 = 𝟔) (𝝀 = 𝟓,𝝍 = 𝟑,𝒏 = 𝟓, 𝜹 = 𝟔)  

0.6012 0.7562 �̂� 

0.9032 0.9952 𝛼�̂� 

2.3540 2.5460 𝛼�̂� 

1.9862 2.0398 𝛼�̂� 

0.8923 0.9771 𝛼�̂� 

2.9952 3.9521 �̂�2 

 

Table 5: Mean square error of the estimators of a completely randomized design in the case of a random 

mathematical model. 

(𝝀 = 𝟏,𝝍 = 𝟑, 𝒏 = 𝟏𝟎, 𝜹 = 𝟔) (𝝀 = 𝟏,𝝍 = 𝟑,𝒏 = 𝟓, 𝜹 = 𝟔)  

0.5333 0.5421 𝜎�̂�
2
 

1.0025 1.1152 𝜎�̂�
2
 

(𝝀 = 𝟓,𝝍 = 𝟑, 𝒏 = 𝟏𝟎, 𝜹 = 𝟔) (𝝀 = 𝟓,𝝍 = 𝟑,𝒏 = 𝟓, 𝜹 = 𝟔)  

0.5125 0.5400 𝜎�̂�
2
 

0.9991 1.1008 𝜎�̂�
2
 

 

       We notice from Tables (4) and (5) that as the values of the additional parameters increase, the average square error 

values for all design parameters and the fixed and random models decrease, in addition to the superiority of the estimate 

of the parameters of the completely random design in the case of the random mathematical model over the design 

parameters in the case of the fixed mathematical model. Table (6) shows the average square error for the fixed and random 

mathematical models for the completely randomized design. 

 

Table 6: Mean square error for a completely randomized design model. 

(𝝀 = 𝟏,𝝍 = 𝟑, 𝒏 = 𝟏𝟎, 𝜹 = 𝟔) (𝝀 = 𝟏,𝝍 = 𝟑, 𝒏 = 𝟓, 𝜹 = 𝟔)  

Random Fixed Random Fixed 
Mathematical 

model 

7.9923 8.2147 7.0029 7.5500 �̂�𝑖𝑗 

(𝝀 = 𝟓,𝝍 = 𝟑, 𝒏 = 𝟏𝟎, 𝜹 = 𝟔) (𝝀 = 𝟓,𝝍 = 𝟑, 𝒏 = 𝟓, 𝜹 = 𝟔)  

Random Fixed Random Fixed 
Mathematical 

model 

8.9541 9.0450 8.4522 8.8201 �̂�𝑖𝑗 

 

From Table (6), we notice that as the values of the additional parameters decrease, the value of the mean squared error 

criterion for both models decreases 
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Table7: shows the measurements for each generated treatment based on the (Ld)  
(𝝀 = 𝟏,𝝍 = 𝟎, 𝒏 = 𝟏, 𝜹 = 𝟎) and mean square error for estimators and  for a completely randomized design 

model.  

random mathematical model Fixed  mathematical model   
treatment 

D 

treatment 

C 

treatment 

B 

treatment 

A 
Repetition 

1.0025 𝜎�̂�
2
 1.1125 �̂� 7.95 6.14 5.87 4.52 1 

3.0145 𝜎�̂�
2
 2.0354 𝛼�̂� 5.85 2.22 6.33 3.65 2 

  4.1036 𝛼�̂� 3.54 3.45 3.47 4.36 3 

  4.9584 𝛼�̂� 4.25 4.26 4.25 1.23 4 

  1.3541 𝛼�̂� 9.91 6.25 6.35 8.32 5 

  5.3245 �̂�2 31.5 22.32 26.27 22.08 SUM 

 Mse Random model  Mse Fixed model 6.3 4.464 5.254 4.416 MEAN 

10.3254 12.3570 102.17 𝑌.. 

  5.1085 𝑌..̅ 

     From the table (7) we notice the superiority of the random mathematical model over the fixed mathematical model 

through mse criteria. 

    From the table (6) and table (7) we notice the superiority of the fixed and random mathematical model when the 

experimental error follows a ehd. 

5. Conclusions: 

             The research reached the most important theoretical and experimental conclusions, which can be summarized as 

follows: 

• The estimate of the general arithmetic mean parameter in the case of a fixed mathematical model is equal to the 

estimate of the general arithmetic mean parameter in the case of a random mathematical model. 

• The estimates of the model parameters when the experimental error follows a Laplace distribution  (Ld) are similar 

to the estimates of the model parameters when the experimental error is normal. 

• The values of the mean square error criterion for the parameters of the estimated completely randomized design 

decrease with increasing values of the additional parameters and for the fixed and random mathematical model. 

• The values of the mean square error criterion for the completely randomized design model decrease with decreasing 

values of the additional parameters and for the fixed and random mathematical model. 

• Through the comparison criterion, we notice the superiority of the random mathematical model over the fixed 

mathematical model for all cases of additional parameters and for ehd. 

 

6. Recommendations: 

      Through the conclusions section, the researchers recommend conducting an agricultural experiment to analyze the 

non-normal completely randomized design, in addition to conducting other traditional methods and artificial intelligence 

algorithms to analyze the fixed and random mathematical model and compare them. 
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 ر تصميم تام التعشية غير الطبيعي استعمال طريقة الامكان الاعظم لتقدي 

 عمر رمزي جاسم ، سرمد عبد الخالق صالح  

قسم الرياضيات ، كلية التربية للعلوم البحتة ،   2،    قسم المحاسبة ، كلية الإدارة والاقتصاد ، جامعة الحمدانية ، الموصل ، العراق  1

 ، العراق. جامعة الحمدانية ، الموصل

في   ( CRD() Completely Randomized Design))تام التعشية  العشوائي  تصميم  الالبحث استعمال  هذا    تم في :الخلاصة
حد الخطأ التجريبي يتبع توزيعاً غير حالة تساوي عدد المكررات الخاصة بالتجربة مع تسجيل مشاهدة واحدة فقط  وعلى أفتراض أن 

توزيع ية تم افتراض أن حد الخطأ يتبع  ، ولاهمية التوزيعات ذات الذيول الثقيلة لكونها تعميم لجميع التوزيعات الغير الطبيعطبيعياً 
وبالاعتماد على الطريقة التقليدية والمتمثلة بطريقة الامكان الاعظم تم تقدير معلمات التصميم   وتوزيع لابلاس الموسع  القطع الزائد

واستنتجنا بان مقدرات معلمات النموذج عندما يتبع الخطأ التجريبي   ثابت مرة وعشوائي مرة اخرى.  الرياضي عندما يكون النموذج
توزيع ة الحصول على تجربة زراعية تتبع  ونظراً لصعوب  توزيع لابلاس متشابهة لمقدرات معلمات النموذج عندما يكون الخطأ طبيعياً.

الماتلاب ومن خلال معيار متوسط مربعات   ولابلاس  الزائد الموسع  القطع تم استعمال تجربة تجريبية من خلال استعمال برنامج 
مختلفة ومن خلال النتائج   اضافية  معلماتقيم  تحت    الخطأ تمت المقارنة بين النموذج الرياضي الثابت والعشوائي لتصميم تام التعشية

  الاضافية معلمات الالتجريبية تبين انخفاض قيم معيار متوسط مربعات الخطأ للنموذج الرياضي الثابت والعشوائي كلما تناقصت قيم 
 . وللتوزيع القطع الزائد الموسع

طريقة الامكان الاعظم، النموذج الرياضي   ،توزيع لابلاس،    القطع الزائد الموسعتوزيع  التصميم تام التعشية ،    الكلمات المفتاحية:
 الثابت، النموذج الرياضي العشوائي، متوسط مربعات الخطأ.

 

 

 


