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1. Introduction
The design and analysis of scientific experiments is one of the branches of modern statistics, which is concerned
with conducting experiments in various industrial, agricultural, and medical fields, as well as many other fields. The
design varies from one experiment to another according to the requirements and parameters of that experiment, as the
completely randomized design (CRD) is considered one of the simplest. It is the most famous design used in analyzing
scientific experiments, especially in agricultural experiments, as it is used when the experimental units of the experiment
are completely homogeneous. The experimental error term for an experiment in various designs is usually assumed to
follow a normal distribution, but in some cases the assumption of a normal distribution is inaccurate. Therefore, In this
research, distributions were used that are more efficient than the normal distribution in representing these scientific
experiments. Among these distributions is the (ehd , Ld), which is a mixed distribution resulting from the mixed normal
mean-variance distribution (mnmvd) with the extension inverse normal distribution (eind) and exponential distribution
(ed) respectively, which is one of the continuous probability distributions. This distribution is considered the most general
from normal distribution
As in previous studies on this topic, the researchers (Youssef and Raad, 2015) studied the distribution of the
response variable, which follows the exponential distribution after the observations were obtained from the experiment
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according to the complete random design (CRD) within the factorial experiment and through it it was reached The analysis
of variance method used in the analysis process was the best way to analyze the non-normal distribution of response
variable observations. On this basis, (Vilca et al., 2014) derived the (ehd) by mixing the (eind) with the skewed normal
distribution, as it was found that the (eind) has many interesting applications because it includes some distributions well-
known inverse normal, gamma and exponential distributions are special cases and have been used as mixing density to
build some heavy-tailed distributions including the student-t distribution and the Laplace distribution.

The research was divided into several sections. The first section dealt with a general introduction to the research as
well as some previous studies of the topic under study, while the second section dealt with a general description of the
completely randomized design. The third section included estimating the parameters of the assumed design in two cases,
assuming that the mathematical model Fixed times and random again, using the maximum likelihood method, while the
fourth section included the experimental side of the experiment, assuming a random experiment, and using a simulation
of the ready-made program (MATLAB v.2023). Finally, the fifth and sixth sections dealt with the most important
conclusions and future recommendations that the researcher reached through the research.

2. Complete Randomized Design (CRD):
The mathematical model for a completely randomized design can be defined by the following formula: (1,5, 8)
YVij = U+ a;+ g , when i=1,2,.,t & j=1.2,..,r (D
whereas:

¥ij: represents the observation that took treatment (i) at replicate (j).

t: represents the number of treatments in the experiment.

r: represents the replicates

t*r: represents the number of experimental units for the experiment.

u: represents the general arithmetic mean of the experiment.

a;: represents the effect of treatment (i).

g;;: represents the experimental error resulting from the experiment, and assuming that the experimental error of the
experiment is non-normally distributed, but rather is distributed as (ehd) and (Ld) , where the probability density function
can be found using the concept of mixed distributions from the (mnmvd) and (eind), which can be represented by the
following equation:

(&;j|X)~N(6X,0%X) ,  X~eind(A,9,n)
The probability density function (e;;|X) takes the following formula:
1 1
f(£ij|X):\/ﬁexp{—m (Sij—5X)2} , —0< g <™ ()
Since:

& represents the skewness parameter of the distribution.

The probability density function for the random variable (X) can be written as follows: (6)
n—-1

FOXO) = m (;—() exp{—%(;}—(+;—()} ; X>0 3)
Since: (10)
62\ (6\"

1
n=\/% 0 =sqreQy) , Hy(0) =3 B, (%) (5)  n>0
B, (.): represents the hankel function of second-order (n), and A, represents the measurement parameters of the
assumed distribution. (6,7)

Using the concept of mixed distributions, we can find the probability distribution of the experimental error of the
experiment that is not conditional on the random variable (X) and follows:

f(eif) = f f(e]X) FOO dx

f(eij) 1-2n
2 et (14 (Lo?) 82 T B
= (n)l 1(H : ):1‘5 [ ' (66 ) ] T2, Hon-1 Jez(l + M6 017 (e))?) (1 * (gaz) 62)
(202)7 F(Q) e 0% [1+ (0o (gp?| * 2

)
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Equation (4) above can represent the probability density function for the (ehd), which is described as follows:
(4,10,11)
&ij~ehd (0,02, 1,9,n,8)
If ehd(0,1,1,0,1,0), the (ehd) is transformed into the (Ld) with parameter (0,1). (10,11)

H1(0)
flej) = 2 e el ©)
2 r(%) H,(0)
Since:
If (n) is natural number, then: (6)

1
HO=H1©=1(35) , HO=H,0=T0
2 2

Noting that the observation value (y;;) in equation (1) is a linear combination in terms of the experimental error the
experiment, which is distributed by the (ehd) and (Ld) , therefore, the probability distribution for (y;;) can be found in the
same way and the following form:

E(yylX) = n+ a; + E(e;[X)
=u+a;+6X

V(yy|X) = v(e|X) = o?X

(yi;|X)~N(u + a; + 5X,5%X)

In the same procedure as before for &;; then:

1-2n
_1 —a
2 e 1+ (Fo?) 7]
fOy) = T\ _Odwuaps 1-2n
@o2)2 T(3) e @ [+ @8 (i —pu—a)
T] -1
Has | 0201+ (10 092 (v = = a)?) (1+ (F02)  67) ©)
2
Equation (6) above can be described as follows:
yij~ehd(u+ a;,0%,1,9,n,6)
Note:
ehd(u+ a;,0%,1,0,1,0) = Ld (u + a;,0%)
By H%(O) _lyij—u—ayl
fy)= e o (7)

2 52 r(%) H,(0)

3. Maximum likelihood estimators for parameters of a completely randomized design:

The maximum likelihood method is considered one of the most important traditional parametric methods for
estimating the parameters of probability distributions. If we have treatment (t) and (r) from repetitions, then the maximum
likelihood function for the observation (y;;) is unconditional on the variable (X) and using the concept of mixed
distributions is written as follows: (3)

) tr=2ntr
(n)—tr/z (Hn(g))—tr [1+(%0.2) 52] 4
L(ﬂ,ti,02)= Zt 3 ii—u—a:)é
tr 1 tr _ &i=1 j=1(le u—a;) . B tr—2ntr
@202)z T(5) e a2 [1+ @0 oD T, i — - )2
tr
t r
n -1

Hana| [02] 1+ (6 02)‘122(yij—/,t—ai)2 (1+(50—2) 52> @)

2

i=1 j=1
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Given the difficulty of finding the maximum likelihood estimator from Equation (8), we will rely on the concept of
mixed distributions to find it as follows:
1 SE Xy ij-uma=5%)
e 202X (9)

L(#'ailaz |X)= tr

2no2X)z
Taking the natural logarithm of both sides of the above equation, we get the following equation:

tr tr tr YT (yij — p— a; — 6X)°
) 2 - _ _ 2y 0 _ i=14&j=1 i
In L(u,a;,0% |X) > In(2m) > In(c4) > In(X) oy (10)

After finding the maximum likelihood function, the maximum likelihood estimators were found for the completely
randomized design in the case of the fixed mathematical model once and random on a second time, as in the following
division:

First: The Fixed Mathematical Model:

The concept of a fixed mathematical model is based on several basic assumptions, the most important of which is
that the effect of the treatments is equal to zero (Xf_; a; = 0), meaning that the effect of the treatments is constant over
the entire period, meaning the use of the same treatments is constant. From one experience to another. (2)

e Estimating the general arithmetic mean parameter (i) when the parameters (a;, ¢?) are unknown and

the skew and additional are known.

Based on the concept of the maximum likelihood method, we derive equation (10) relative to the general arithmetic
mean of the experiment (1),and equating it to zero, we obtain the estimate of the maximum likelihood conditional on the
variable (X). Using the concept of mixed distributions, we obtain the unconditional maximum likelihood estimator in the
following form:

-1
L H,_{(0)
ﬂ:y”—é‘*(n)l/zg (11)
(Ha(6))
Since:
t T
5 _ Y i=1 2j=1Yij
tr tr
If y;;~Ld (u + a;,0%) , then:
toyr
f=73.= Liz1 Xj=1Yij a2

tr
To verify that the estimator (u") defined in equation (11) is the maximum likelihood estimator for the parameter (1), we

take the second partial derivative of equation (8) and obtain the following formula:

Since the:
9%ln L(u,a;,c? -5 (6
(4,@,0%) __, ) "*Hy1(0) a3
a p? H,(6)
Whereas:
3%In L(u,a;,0%)
a2z <0

Therefore, the estimator (1" ) defined in equation (11) is the maximum likelihood estimator for the arithmetic mean
parameter of the experiment.

e  Estimate the (a;) parameter when the parameters (i, %) are unknown and the skew and additional are
known.
By deriving equation (10) relative to (;) and setting it equal to zero, we obtain the maximum likelihood estimator
conditional on the variable (X), and through the concept of mixed distributions we obtain the non-conditional and agency
maximum likelihood estimator:

e (Hoo1(0)) ™

@G=y;. —y..—28=( —
(H.(6))

(14)

Since:
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— E=1 Vi.
yi. = T
If y;;~Ld (u + a;,0%), then:

@ =y, —y. (15)

e Estimate the (¢?) parameter when the parameters (u, ;) are unknown and the skew and additional are
known.
By deriving equation (10) relative to (o2) and setting it equal to zero, we obtain the maximum likelihood estimator
conditional on the variable (X), and through the concept of mixed distributions we obtain the non-conditional and agency
maximum likelihood estimator:

PO 0 G &) Q 285, Yo (vij — i — @) + 6QQ

(16)
t
whereas: "
(D" °°H,.(0) ()% Hypyt(6)

o wme YR a7

If y;;~Ld (u + a;,0%) then:
t T Y PN 2 " Hz (0)
62 _ i=1 Z}=1(yl] U al) H_l(O) (18)

tr

Second: The Random Mathematical Model:

This model is based on the effect of treatments following a specific probability distribution, and in this research, it
was assumed that the effect of treatments follows a generalized hyperbolic distribution, with the same concept as Section
2.(2)

(a;|X)~N(6X,0,%X) (&|X)~N(6X,0.2X)
E(y;|X) = u+ E(a;ilX) + E(&;]X)
=pu+ 26X

V(yi|X) = V(| X) + V(e |X) = 0,2X + 0.2X
(yij|X)~N(u + 2 6X, (0,2 + 0.2)X)
N S Y imu280)
e 2 (0q2+0:2)X (19)

L(‘Ll la-azl 0-82 IX) =

tr
(2n(04* + 0.%) X)7
We take the natural logarithm of both sides of equation (19):
Sy X (i — p— 2 8X)°
2 (0,2 +0.2)X

tr tr tr
In L(u,0,% 0.2 |X)=— 71n(21‘[) - 7ln(aa2 +0.2) — ?ln(X) - (20)

By performing the same steps that were conducted in the third section when estimating parameters in the case of a
fixed mathematical model, we find:

e Estimate the general arithmetic mean parameter p when the parameters (aaz and 052) are unknown and
the skew and additional are known.

_ (m)°° H,(6)
i=y..—0 f——m— 21
heY Hor (8) @1)
If y;;~Ld (, (6,° + 0.%)) , then:
Eoyr g
j= .= Zim1z=1 Yy
=Y..= r (22)

We note from equation (21) and (22) that the estimator in the case of the random mathematical model is the same as
the estimator in the case of the fixed mathematical model in equation (11) and (12).

74



Iragi Journal of Statistical Sciences, Vol. 21, No. 2, 2024, pp (70-79)

e  Estimate the a,% parameter when the parameters (u, ,2) are unknown and the skew and additional are
known.
L, Y0y - Q48T T - ) +45%0Q0

Oq = = - O¢ (23)

Since (Q, QQ) were previously defined in equation (17).

If y;j~Ld (u, (6,* + 0.%)) , then:

2 _ iz Zjm 0l = ) *Hzl((og) s (24)
a = tr °

e  Estimate the o, parameter when the parameters (i, o,2) are unknown and the skew and additional are
known.

t r . AN 2 t r .. A 2
iz 2 vij — —46 )i X (yij— )+ 46
2= 121 O -7 Q tzr 121 1O =) QQ —5;2 (25)

By solving the two equations simultaneously, we get:
.. AN 2 os A
i=1 Xj O — )7 Q — 46 Xl Xjo, (vij — ) + 4 6%QQ

&€

2

6 +5," = P~ (26)
If y;j~Ld (u, (6,* + 0.%)) , then:
H,(0
Sy Xoa (i — ) )
2 _ H,(00)
O = tr — Oq (27)
By solving the two equations simultaneously, we get:
0
12] 1(yl]_.u) * 2(())
2+5,° = (28)

tr
Depending on the estimator of the general arithmetic mean and the variance of the fixed mathematical model, the
estimator of the variance of the effect of treatments for the random mathematical model will be found in the field of the
experimental experiment.
4. Experimental Experience:

In this study, a random experimental experiment was generated that follows a (ehd) based on the concept of mixed
distributions and using ready-made software (Matlab R2023a) (9). After generating the experiment data, It was tested
whether the data follows the assumed distribution, represented by the (ehd), using the nonparametric test (Kolmogorov
Smirnov test), if it is found that (p-value) is greater than the level of significance (<= 0.05) at different values of
additional and skew parameters, then the hypothesis is accepted which states that the data of the experimental experiment
follows the (ehd). By implementing the program, the estimator of the mathematical model for the CRD with different
initial values is calculated and compared using the (MSE) criterion.

200
MSE(B) = # (29)

The following two tables show the assumed values for generating the experimental trial, calculating the estimators,
and distributing the treatments to the experimental units.

Table 1: Values of additional, torsion and design parameters for generating the experiment.

A Y n A tr a=4
1 1 5
3 6 20 A’F?'%D
2 5 10 a
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Table 2: Distribution of treatments among the experimental units

1 D 2 A 3 A 4 C 5 D

6 B 7 D 8 C 9 A 10 B
11 A 12 D 13 B 14 C 15 C
16 B 17 B 18 A 19 D 20 C

Table (3) shows the measurements for each generated treatment based on the initial assumed values in Table (1) and
using the MATLAB language:

Table 3: Measurements for each treatment.

(A=19=3n=58=6)

(A=19%=3n=10,6=6)

Repetition treatment | treatment | treatment | treatment Repetition treatment treatment treatment treatment
P A B c D P A B C D
1 4.61 3.45 9.24 5.63 1 8.11 9.12 4.25 1.01
2 213 2.14 532 3.65 2 6.12 7.16 5.36 5.14
3 923 3.99 7.14 487 3 7.16 9.15 8.88 3.54
4 4.33 6.32 1.38 567 4 777 356 436 1.25
5 9.14 8.20 1.66 8.01 5 2.39 3.96 411 3.35
SUM 29.44 241 24.74 28.73 SUM 31.55 32.95 26.96 14.29
MEAN 575 4.95 4.82 5.89 MEAN 6.31 6.59 5.39 2.86
Y. 107.01 105.75
v 5.3525 5.2875
(A=59=3n=508=6) A=59=3n=108=6)
Repetition treatment treatment treatment || treatment Repetition treatment | treatment | treatment | treatment
P A B C D P A B C D
1 4.61 3.45 9.24 561 1 811 9.12 4.25 1.01
2 213 214 532 3.65 2 6.12 7.16 536 514
3 9.23 3.99 714 487 3 7.16 9.15 8.88 354
4 4.33 6.32 1.38 567 4 777 3.56 436 1.25
5 9.14 8.20 1.66 8.91 5 2.39 3.96 411 3.35
SUM 29.44 241 24.74 2871 SUM 3155 32.95 26.96 14.29
MEAN 5.89 4.82 4.95 5.74 MEAN 6.31 6.59 539 2.86
Y. 106.99 105.95
v 5.5300 5.2875

From the table above, the measurements were found for each treatment under different additional and torsion
parameters, in addition to finding the sum and average for each treatment. Tables (4) and (5) show the mean square errors
of the estimates of the parameters of the completely randomized design in the case of the fixed and random mathematical
model, as follows:
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Table 4: Mean square error for estimators of a completely randomized design in the case of a fixed mathematical

model.
(A=19v=3n=508=6) (A=19v=3n=10,6=6)
1 0.9962 0.6698
a, 1.2542 1.2254
ag 3.4520 2.9871
a; 2.3214 2.1245
ap 1.1232 1.1002
62 4.2350 3.6541
A=59Y=3,n=54§=6) A=59Yv=3,n=10,6 =6)
i 0.7562 0.6012
a, 0.9952 0.9032
ag 2.5460 2.3540
ac 2.0398 1.9862
ap 09771 0.8923
62 3.9521 2.9952

Table 5: Mean square error of the estimators of a completely randomized design in the case of a random
mathematical model.

A=19=3n=58=6) A=1,9=3n=10,8 =6)
5.0 0.5421 0.5333
6.2 1.1152 1.0025
(A=59=3n=56=6) A=59%=3n=10,6=6)
P 0.5400 0.5125
6.2 1.1008 0.9991

We notice from Tables (4) and (5) that as the values of the additional parameters increase, the average square error
values for all design parameters and the fixed and random models decrease, in addition to the superiority of the estimate
of the parameters of the completely random design in the case of the random mathematical model over the design
parameters in the case of the fixed mathematical model. Table (6) shows the average square error for the fixed and random
mathematical models for the completely randomized design.

Table 6: Mean square error for a completely randomized design model.

A=1,9Y=3n=586=6) A=1¢9=3n=10,6=6)

Mathematical Fixed Random Fixed Random
model

37ij 7.5500 7.0029 8.2147 7.9923

A=59Yy=3,n=5¥6=6) A=59Y=3,n=10,6 =6)

Mathematical Fixed Random Fixed Random
model

Jij 8.8201 8.4522 9.0450 8.9541

From Table (6), we notice that as the values of the additional parameters decrease, the value of the mean squared error
criterion for both models decreases
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Table7: shows the measurements for each generated treatment based on the (Ld)
(A=1,9 =0,n= 1,8 = 0) and mean square error for estimators and for a completely randomized design

model.
Repetition treatEent treaténent treat(r:nent treat[r)nent Fixed mathematical model | random mathematical model

1 4.52 5.87 6.14 7.95 i 1.1125 5.2 1.0025
2 3.65 6.33 2.22 5.85 @, 2.0354 6.2 3.0145
3 4.36 3.47 3.45 3.54 g 4.1036
4 1.23 4.25 4.26 4.25 ac 4.9584
5 8.32 6.35 6.25 9.91 ap 1.3541

SUM 22.08 26.27 22.32 315 6 5.3245

MEAN 4.416 5.254 4.464 6.3 Mse Fixed model Mse Random model
Y. 102.17 12.3570 10.3254
Y 5.1085

From the table (7) we notice the superiority of the random mathematical model over the fixed mathematical model
through mse criteria.
From the table (6) and table (7) we notice the superiority of the fixed and random mathematical model when the
experimental error follows a ehd.
5. Conclusions:
The research reached the most important theoretical and experimental conclusions, which can be summarized as
follows:
» The estimate of the general arithmetic mean parameter in the case of a fixed mathematical model is equal to the
estimate of the general arithmetic mean parameter in the case of a random mathematical model.
»  The estimates of the model parameters when the experimental error follows a Laplace distribution (Ld) are similar
to the estimates of the model parameters when the experimental error is normal.
» The values of the mean square error criterion for the parameters of the estimated completely randomized design
decrease with increasing values of the additional parameters and for the fixed and random mathematical model.
»  The values of the mean square error criterion for the completely randomized design model decrease with decreasing
values of the additional parameters and for the fixed and random mathematical model.
»  Through the comparison criterion, we notice the superiority of the random mathematical model over the fixed
mathematical model for all cases of additional parameters and for ehd.

6. Recommendations:

Through the conclusions section, the researchers recommend conducting an agricultural experiment to analyze the
non-normal completely randomized design, in addition to conducting other traditional methods and artificial intelligence
algorithms to analyze the fixed and random mathematical model and compare them.
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